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Features

m 8KByte SRAM Cache Memory for 12ns Random Reads Within Four
Active Pages (Multibank Cache)

m Fast DRAM Array for 30ns Access to Any New Page

m Write Posting Register for 12ns Random Writes and Burst Writes
Within a Page (Hit or Miss)

m 2KByte Wide DRAM to SRAM Bus for 113.6 Gigabytes/Sec Cache Fill

m On-chip Cache Hit/Miss Comparators Maintain Cache Coherency on Writes

= Hidden Precharge and Refresh Cycles

m Extended 64ms Refresh Period for Low Standby Power

m Standard CMOS/TTL Compatible 1/0 Levels and +5 or 3.3V Volt Supply

m Compatibility with JEDEC 1M x 36 DRAM SIMM Configuration
Allows Performance Upgrade in System

= Multibank Extended Data Output (EDO) for Faster System Operation

m Low Power, Self Refresh Option

m Industrial Temperature Range Option

Description

The Enhanced Memory Systems Multibank EDO 4MB EDRAM
SIMM module provides a single memory module solution for the
main memory or local memory of fast PCs, workstations, servers, and
other high performance systems. Due to its fast 12ns cache row
register, the EDRAM memory module supports zero-wait-state burst
read operations at up to 83MHz bus rates in a non-interleave
configuration and 132MHz bus rates with a two-way interleave configuration.

On-chip write posting and fast page mode operation supports
12ns write and burst write operations. On a cache miss, the fast
DRAM array reloads the 2KByte cache over a 2KByte-wide bus in 18ns
for an effective bandwidth of 113.6 Ghytes/sec. This means very low
latency and fewer wait states on a cache miss than a non-integrated
cache/DRAM solution. The JEDEC compatible 72-bit SIMM
configuration allows a single memory controller to be designed to
support either JEDEC slow DRAMs or high speed EDRAMSs to provide
a simple upgrade path to higher system performance.

DM1IM365J6/DM1M32S5J6 Multibank EDO
IMbx36/1Mbx32 Enhanced DRAM
SIMM

Product Specification
Architecture
The DM1M36S) achieves
1Mb x 36 density by mounting
nine 1Mb x 4 EDRAMs,

packaged in 28-pin plastic
SOJ packages, on a multi-
layer substrate. Eight DM2242
devices and one DM2252
device provide data and parity
storage. The DM1M32SJ6
contains eight DM2242
devices for data only.

The EDRAM memory
module architecture is very
similar to a standard 4MB
DRAM module with the
addition of an integrated
cache and on-chip control
which allows it to operate much like an EDO DRAM.

The EDRAM’s SRAM cache is integrated into the DRAM array as
tightly coupled row registers. The EDRAM has a total of four
independent DRAM memory banks each with its own SRAM row
register. Memory reads always occur from the cache row register of
one of these banks as specified by row address bits A, and Aq (bank
select). When the internal comparator detects that the row address
matches the last row read from any of the four DRAM banks (page
hit), the SRAM is accessed and data is available on the output pins in
12ns from the column address input. Subsequent reads within the
page (burst reads or random reads) can continue at 12ns cycle time.
When the row address does not match the last row read from any of
the last four DRAM banks (page miss), the new DRAM row is
accessed and loaded into the appropriate SRAM row register and data
is available on the output pins all within 30ns from row enable.
Subsequent reads within the page (burst reads or random reads) can
continue at 12ns cycle time.

Since reads occur from the SRAM
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and data are available. The EDRAM allow 12ns page mode cycle
time for both write hits and write misses. Memory writes do not
affect the contents of the cache row register except during a cache
hit. By integrating the SRAM cache as row registers in the DRAM
array and keeping the on-chip control simple, the EDRAM is able
to provide superior performance over standard slow 4Mb DRAMs.
By eliminating the need for SRAMs and cache controllers, system
cost, board space, and power can all be reduced.

Functional Description

The EDRAM is designed to provide optimum memory
performance with high speed microprocessors. As a result, it is
possible to perform simultaneous operations to the DRAM and
SRAM cache sections of the EDRAM. This feature allows the EDRAM
to hide precharge and refresh operation during SRAM cache reads
and maximize SRAM cache hit rate by maintaining valid cache
contents during write operations even if data is written to another
memory page. These new functions, in conjunction with the faster
basic DRAM and cache speeds of the EDRAM, minimize processor
wait states.

EDRAM Basic Operating Modes
The EDRAM operating modes are specified in the table below.

Hit and Miss Terminology

In this datasheet, “hit” and “miss” always refer to a hit or miss
to any of the four pages of data contained in the SRAM cache row
registers. There are four cache row registers, one for each of the
four banks of DRAM. These registers are specified by the bank
select row address bits A, and Ag. The contents of these cache row
registers is always equal to the last row that was read from each of
the four internal DRAM banks (as modified by any write hit data).

DRAM Read Hit

A DRAM read request is initiated by clocking /RE with W/R low
and /F high. The EDRAM will compare the new row address to the
last row read address latch for the bank specified by row address
bits Ay o (LRR: a 9-bit row address latch for each internal DRAM
bank which is reloaded on each /RE active read miss cycle). If the
row address matches the LRR, the requested data is already in the
SRAM cache and no DRAM memory reference is initiated. The data
specified by the column address is available at the output pins at
the greater of times tzacq tac, togy, aNd tase +toyy Since no DRAM
activity is initiated, /RE can be brought high after time tag;, and a
shorter precharge time, tgpy, is required. It is possible to access
additional SRAM cache locations by providing new column
addresses to the multiplex address inputs. New data is available at
the output at time tyge 4ty after each column address change.

DRAM Read Miss

A DRAM read request is initiated by clocking /RE with W/R low
and /F high. The EDRAM will compare the new row address to the
LRR address latch for the bank specified by row address bits A, g
(LRR: a 9-bit row address latch for each internal DRAM bank
which is reloaded on each /RE active read miss cycle). If the row
address does not match the LRR, the requested data is not in SRAM
cache and a new row must be fetched from the DRAM. The EDRAM
will load the new row data into the SRAM cache and update the
LRR latch. The data at the specified column address is available at
the output pins at the greater of times tgac tyc tooy and tage 4oy It
is possible to bring /RE high after time tge smce?he new row data is
safely latched into SRAM cache. This allows the EDRAM to
precharge the DRAM array while data is accessed from SRAM
cache. It is possible to access additional SRAM cache locations by
providing new column addresses to the multiplex address inputs.
New data is available at the output at time tysc 4tcy after each
column address change.
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DRAM Write Hit

A DRAM write request is initiated by clocking /RE while W/R,
W/E, and /F are high. The EDRAM will compare the new row
address to the LRR address latch for the bank specified by row
address bits A, o (LRR: a 9-bit row address latch for each internal
DRAM bank which is reloaded on each /RE active read miss cycle).
If the row address matches the LRR, the EDRAM will write data to
both the DRAM page in the appropriate bank and its corresponding
SRAM cache simultaneously to maintain coherency. The write
address and data are posted to the DRAM as soon as the column
address is latched by bringing /CAL low and the write data is
latched by bringing /WE low (both /CAL and /WE must be high
when initiating the write cycle with the falling edge of /RE). The
write address and data can be latched very quickly after the fall of
IRE (tgan + tage for the column address and tp for the data).
During a write burst sequence, the second write data can be posted
at time tggy after /RE. Subsequent writes within a page can occur
with write cycle time tpe. With /G enabled and /WE disabled, it is
possible to perform cache read operations while the /RE is
activated in write hit mode. This allows read-modify-write, write-
verify, or random read-write sequences within the page with 12ns
cycle times (the first read cannot complete until after time tgacy).
At the end of a write sequence (after /CAL and /WE are brought
high and tx is satisfied), /RE can be brought high to precharge the
memory. It is possible to perform cache reads concurrently with
precharge. During write sequences, a write operation is not
performed unless both /CAL and /WE are low. As a result, the /CAL
input can be used as a byte write select in multi-chip systems. If /CAL
is not clocked on a write sequence, the memory will perform a /RE only
refresh to the selected row and data will remain unmodified.

DRAM Write Miss

A DRAM write request is initiated by clocking /RE while W/R,
W/E, and /F are high. The EDRAM will compare the new row
address to the LRR address latch for the bank specified for row
address bits A, o (LRR: a 9-bit row address latch for each internal
DRAM bank which is reloaded on each /RE active read miss cycle).
If the row address does not match any of the LRRs, the EDRAM will
write data to the DRAM page in the appropriate bank and the
contents of the current cache is not modified.The write address
and data are posted to the DRAM as soon as the column address is
latched by bringing /CAL low and the write data is latched by
bringing /WE low (both /CAL and /WE must be high when initiating

EDRAM Basic Operating Modes

the write cycle with the falling edge of /RE). The write address and
data can be latched very quickly after the fall of /RE (tgay + tasc for
the column address and tp for the data). During a write burst
sequence, the second write data can be posted at time tgq after
/RE. Subsequent writes within a page can occur with write cycle
time tpc. During a write miss sequence, cache reads are inhibited
and the output buffers are disabled (independently of /G) until
time typg after /RE goes high. At the end of a write sequence (after
/CAL and /WE are brought high and tr is satisfied), /RE can be
brought high to precharge the memory. It is possible to perform
cache reads concurrently with the precharge. During write
sequences, a write operation is not performed unless both /CAL
and /WE are low. As a result, /CAL can be used as a byte write select
in multi-chip systems. If /CAL is not clocked on a write sequence,
the memory will perform a /RE only refresh to the selected row and
data will remain unmodified.

/RE Inactive Operation

It is possible to read data from the SRAM cache without
clocking /RE. This option is desirable when the external control
logic is capable of fast hit/miss comparison. In this case, the
controller can avoid the time required to perform row/column
multiplexing on hit cycles. This capability also allows the EDRAM to
perform cache read operations during precharge and refresh
cycles to minimize wait states. It is only necessary to select /S and
/G and provide the appropriate column address to read data. The
row address of the SRAM cache accessed without clocking /RE will
be specified by the LRR address latch loaded during the last /RE
active read cycle. To perform a cache read, /CAL is clocked to latch the
column address. The cache data is valid at time t, after the column
address is setup to /CAL.

Write-Per-Bit Operation

The DM1M36SJ6 EDRAM SIMM provides a write-per-bit
capability to selectively modify individual parity bits (DQg 17 26 35)
for byte write operations. The parity device (DM2252) is selected
via /CALp. Data bits do not require or support write-per-bit
capability. Byte write selection to non-parity bits is accomplished
via /CALy 5. The bits to be written are determined by a bit mask data
word which is placed on the parity I/0 data pins prior to clocking
[RE. The logic one bits in the mask data select the bits to be
written. As soon as the mask is latched by /RE, the mask data is
removed and write data can be placed on the databus. The mask is

Function /S /RE W/rR | /F |/CAL | /WE Ao.10 Comment

Read Hit L ! L H H X Row = LRR No DRAM Reference, Data in Cache

Read Miss L ! L H H X Row # LRR DRAM Row to Cache

Write Hit L ! H H H H Row = LRR Write to DRAM and Cache, Reads Enabled

Write Miss L ! H H H H Row # LRR Write to DRAM, Cache Not Updated, Reads Disabled
Internal Refresh X ! X L X X X Cache Reads Enabled

Low Power Standby H H X X H H X Standby Current

Unallowed Mode H L X H X X X Unallowed Mode (Except -L Option)

lﬁ%\fl\rlel:;?]v‘ggt%er!f H ! X H L H X Standby Current, Internal Refresh Clock

H = High; L = Low; X = Don’t Care; | = High-to-Low Transition; LRR = Last Row Read
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only specified on the /RE transition. During page mode burst write
operations, the same mask is used for all write operations.

Internal Refresh

If /F is active (low) on the assertion of /RE, an internal refresh
cycle is executed. This cycle refreshes the row address supplied by
an internal refresh counter. This counter is incremented at the end
of the cycle in preparation for the next /F refresh cycle. At least
1,024 /F cycles must be executed every 64ms. /F refresh cycles can
be hidden because cache memory can be read under column
address control throughout the entire /F cycle. /F cycles are the
only active cycles during which /S can be disabled.

/CAL Before /RE Refresh (“/CAS Before /RAS”)
{CAL before /RE refresh, a special case of internal refresh, is
discussed in the “Reduced Pin Count Operation” section below.

/RE Only Refresh Operation

Although /F refresh using the internal refresh counter
is the recommended method of EDRAM refresh, it is
possible to perform an /RE only refresh using an
externally supplied row address. /RE refresh is performed
by executing a write cycle (W/R and /F are high) where /CAL is
not clocked. This is necessary so that the current cache contents
and LRR are not modified by the refresh operation. All
combinations of addresses Ay must be sequenced every 64ms
refresh period. A;, does not need to be cycled. Read refresh cycles
are not allowed because a DRAM refresh cycle does not occur
when a read refresh address matches the LRR address latch.

+3.3 Volt Power Supply Operation

If the +3.3 volt power supply option is specified, the EDRAM
will operate from a +3.3 volt £0.3 volt power supply and all inputs
and outputs will have LVTTL/LVCMOS compatible signal levels. The
+3.3 volt EDRAM will not accept input levels which exceed the
power supply voltage. If mixed I/0 levels are expected in your
system, please specify the +5 volt version of the EDRAM.

Low Power Mode

The EDRAM enters its low power mode when /S is high. In this
mode, the internal DRAM circuitry is powered down to reduce standby
current.

Low Power, Self-Refresh Option

When the low power, self refresh mode option is specified when
ordering the EDRAM, the EDRAM enters this mode when /RE is
clocked while /S, W/R, /F, and /WE are high; and /CAL is low. In this
mode, the power is turned off to all /0 pins except /RE to minimize
chip power, and an on-board refresh clock is enabled to perform
self-refresh cycles using the on-board refresh counter. The EDRAM
remains in this low power mode until /RE is brought high again to
terminate the mode. The EDRAM /RE input must remain high for tgp,
following exit from self-refresh mode to allow any on-going internal
refresh to terminate prior to the next memory operation.

Initialization Cycles

A minimum of eight /RE active initialization cycles (read, write
or refresh)are required before normal operation is guaranteed.
Following these start-up cycles, two read cycles to different row
addresses must be performed for each of the four internal banks
of DRAM to initialize the internal cache logic. Row address bits A,
and Aq define the four internal DRAM banks. /RE must be high for
300ns prior to initialization.

Unallowed Mode
Read, write, or /RE only refresh operations must not be initiated
to unselected memory banks by clocking /RE when /S is high.

Reduced Pin Count Operation

It is possible to simplify the interface to the 4MByte SIMM to
reduce the number of control lines. /RE, and /RE, could be tied
together externally to provide a single row enable. W/R and /G can
be tied together if reads are not performed during write hit cycles.
This external wiring simplifies the interface without any
performance impact.

Pin Descriptions

/RE, ,— Row Enable

ﬁwis input is used to initiate DRAM read and write operations
and latch a row address as well as the states of W/R and /F. It is not
necessary to clock /RE to read data from the EDRAM SRAM row
registers. On read operations, /RE can be brought high as soon as
data is loaded into cache to allow early precharge.

/CAL .5 p— Column Address Latch

This input is used to latch the column address and in
combination with /WE to trigger write operations. When /CAL is
high, the column address latch is transparent. When /CAL is low,
the column address is closed and the output of the latch contains
the address present while /CAL was high. It also controls the
operation of the output data latch. Data is latched while /CAL is
high, and the latch is transparent when /CAL is low.

W/R — Write/Read

This input along with /F specifies the type of DRAM operation
initiated on the low going edge of /RE. When /F is high, W/R
specifies either a write (logic high) or read operation (logic low).

/F — Refresh

This input will initiate a DRAM refresh operation using the
internal refresh counter as an address source when it is low on the
low going edge of /RE.

/WE — Write Enable
This input controls the latching of write data on the input data
pins. A write operation is initiated when both /CAL and /WE are low.

/G — Output Enable
This input controls the gating of read data to the output data
pin during read operations.

/S— Chip Select

This input is used to power up the 1/0 and clock circuitry.
When /S is high, the EDRAM remains in its low power mode. /S
must remain active throughout any read or write operation. With
the exception of /F refresh cycles, /RE should never be clocked
when /S is inactive.

DQ,.35 — Data Input/Output

These bidirectional data pins are used to read and write data
to the EDRAM. On the DM2252 write-per-bit memory, these pins
are also used to specify the bit mask used during write operations.

Ap.10 — Multiplex Address

These inputs are used to specify the row and column
addresses of the EDRAM data. The 11-bit row address is latched on
the falling edge of /RE. The 9-bit column address can be specified
at any other time to select read data from the SRAM cache or to
specify the write column address during write cycles.

V.c Power Supply
These inputs are connected to the +5 or 3.3 volt power supply.

Vss Ground
These inputs are connected to the power supply ground
connection.
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Interconnect Diagram
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Pinout

Interconnect Interconnect
Pin No. | Function |(Component Pin) Organization Pin No. | Function |(Component Pin) Organization

1 GND C (8,21, 28) Ground 37 DQ;7* U5 (25) Parity 1/0 for Byte 2
2 | DQ, U1 (27) Byte11/01 38 | DQgs* U5 (24) Parity 1/O for Byte 4
3 DQqg U2 (24) Byte 31/0 1 39 GND C(8,21,28) | Ground
4 DQy U1 (26) Byte 1 1/0 2 40 ICAL, U1,3 (16) Byte 1 Column Address Latch
5 DQqq U2 (25) Byte 31/0 2 41 ICAL, U2,4 (16) Byte 3 Column Address Latch
6 DQ, Ul (25) Byte 11/0 3 42 /CAL,4 U7,8 (16) Byte 4 Column Address Latch
7 DQyg U2 (26) Byte 31/0 3 43 /CAL, U6,9 (16) Byte 2 Column Address Latch
8 DQs Ul (24) Byte 1 1/0 4 44 IRE, U1,3,6,9 (6) Row Enable (Bytes 1,2)
9 DQyq U2 (27) Byte 31/0 4 45 NC Reserved for 2Mb x 36

10 +5/3.3V | C(7,14,22) Vee 46 /CALp* U5 (16) Parity Column Address Latch

11 | +5/33V | C(7,14,22) | Vg 47 | IWE C (20) Write Enable

12 Ag C(1) Address 48 W/R C(17) W/R Mode Control

13 | A C() Address 49 | DQg Us (27) Byte 21/0 1

14 | A, C(12) Address 50 | DQ,, U7 (27) Byte 41/0 1

15 | Ag c@) Address 51 | DQy U6 (26) Byte 2 1/0 2

16 Ay C@) Address 52 DQyg U7 (26) Byte 4 1/0 2

17 | Ag C(5) Address 53 | DQy U6 (25) Byte 21/0 3

18 Ag C(9 Address 54 DQyg U7 (25) Byte 4 1/0 3

19 A C (15) Address 55 DQy, U6 (24) Byte 2 1/0 4

20 | DQ, U3 (27) Byte 11/05 56 | DQg U7 (24) Byte 4 1/0 4

21 | DQy, U4 (24) Byte 31/05 57 | DQy U9 (24) Byte 21/05

22 | DQs U3 (26) Byte 11/0 6 58 | DQg us (27) Byte 41/05

23 | DQyg U4 (25) Byte 31/06 59 | +5/3.3V | C(7,14,22) | V¢

24 | DQg U3 (25) Byte 11/0 7 60 | DQs, U8 (26) Byte 41/0 6

25 | DQ,, U4 (26) Byte 31/0 7 61 | DQy U9 (25) Byte 21/0 6

26 | DQ, U3 (24) Byte 11/0 8 62 | DQgs U8 (25) Byte 41/0 7

27 | DQys U4 (27) Byte 31/0 8 63 | DQys U9 (26) Byte 21/0 7

28 A, C (10) Address 64 DQ3y U8 (24) Byte 41/0 8

29 GND C (8,21, 28) Ground 65 DQqg U9 (27) Byte 21/0 8

30 | +5/33V | C(7,14,22) | Ve 66 | +5/3.3V | C(7,14,22) | V¢

31 Ag C(11) Address 67 /G C(23) Output Enable

32 Aq C(13) Address 68 IF C (18) Refresh Mode Control

33 NC Reserved for 2Mb x 36 69 /S C(19) Chip Select

34 | IRE, U2,4,5,7,8 (6) | Row Enable (Bytes 3,4, Parity) 70 PD Signal GND Presence Detect

35 | DQy* U5 (27) Parity 1/0 for Byte 3 71 | GND C(8,21,28) | Ground

36 DQg* U5 (26) Parity 1/0 for Byte 1 72 GND C(8,21,28) | Ground

C = Common to All Memory Chips, U1 = Chip 1, etc.
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Absolute Maximum Ratings
(Beyond Which Permanent Damage Could Result)

Capacitance

3.3V Option

Description Rating Ratings
Input Voltage (V) -.5~4.6v -1~7v
Output Voltage (Voyr) - 5~46v -1~7v
Power Supply Voltage (V) -.5~4.6v -1~7v
Ambient Operating Temperature (T,) | -40 ~+85°C | -40 ~ +85°C
Storage Temperature (Tg) -55~150°C | -55 ~ 150°C
(Per MILSTD 883 Method 3015 | Clss1 | Class1
Short Circuit O/P Current (Igyt) 20mA* 50mA*

* One output at a time per device; short duration

Description Max* Pins
Input Capacitance 66/73pf Agg
Input Capacitance 90/96pf A10: WIR, /WE, IF, IS
Input Capacitance 45pf IREg
Input Capacitance 46/56pf IRE,
Input Capacitance 26/28pf /G
Input Capacitance 27pf ICALy_3
Input Capacitance 16pf [CALp
I/0 Capacitance 8pf DQp.35

* DM1M32S)/DM1M36SJ, respectively

AC Test Load and Waveforms

Load Circuit 1 50 (+3.3 Volt Option)

Ry =828Q
Ry = 1178Q

Output

Ry =295Q (5.0 volt)
R =868Q (3.3 Volt Option)

T

Input Waveforms
v -
(5.0 volt) H
(3.3 Volt Option)
Cr = 50pf GND Y
—>| <5ns

V)y Timing Reference Point at V, and V,

VIH

ViL

<bns |[<—
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Electrical Characteristics
Tp=0-70°C (Commercial), -40 to 85°C (Industrial)

3.3V Option
Symbol Parameters Min Max Test Conditions
Min Max

Vee Supply Voltage 3.0v 3.6V | 475V 5.25V | All Voltages Referenced to Vg

Viy Input High Voltage 2.0V | Veet03V | 2.4V |Vee+0.5V

Vi Input Low Voltage Vss-0.3V | 0.8V |Vss-0.5V | 0.8V

Vou Output High Level 2.4V — 2.4V — loyt = - SMA (-2ma For 3.3 Volt Option)

VoL Output Low Level — 0.4V — 0.4v loyt = 4.2mA (2ma For 3.3 Volt Option)

liw Input Leakage Current -45pA 45pA -90pA 90uA OV < V< Veec+ 0.5 Volts

lo Output Leakage Current -45uA 45uA | -90pA 90pA 0< VpsVee

Operating Current — DM1M32SJ

Symbol Operating Current | 33MHz Typ(l) -12 Max | -15 Max Test Condition Notes
lccr Random Read 880mA 1800mA | 1440mA | /RE, /CAL, /G and Addresses Cycling: tc = t¢c Minimum 2,3
leco Fast Page Mode Read 520mA 1160mA | 920mA | /CAL, /G and Addresses Cycling: tpc = tpc Minimum 2,4
locs Static Column Read 440mA 880mA 720mA | /G and Addresses Cycling: tsc = tgc Minimum 2,4
lcca Random Write 1080mA 1520mA | 1200mA | /RE, /CAL, /WE and Addresses Cycling: tc = tc Minimum 2,3
lccs | Fast Page Mode Write 400mA 1080mA | 840mA | /CAL, /WE and Addresses Cycling: tpe = tpe Minimum 2,4
lccs Standby 8mA 8mA 8mA All Control Inputs Stable >V - 0.2V
lcc7 | Self-Refresh (-L Option)|  1.6mA 16mA | 1.6mA ;gé / ZHZV;EA/L\A;E if\‘/dsfs\%q;/t, IZIS/%Cp-é)r.lZV,
leet Average Typical 240mA — — See "Estimating EDRAM Operating Power" Application Note | 1

Operating Current

Operating Current — DM1M36SJ

Symbol Operating Current  |33MHz Typ (1) | -12 Max | -15 Max Test Condition Notes
lect Random Read 990mA 2025mA | 1620mA | /RE, /CAL, and Addresses Cycling: t; = tc Minimum 2,3,5
lceo Fast Page Mode Read 585mA 1305mA | 1035mA | /CAL and Addresses Cycling: tpc = tpc Minimum 2,4,5
lces Static Column Read 495mA 990mA | 810mA | Addresses Cycling: tge = tge Minimum 2,4,5
lcca Random Write 1215mA 1710mA | 1350mA | /RE, /CAL, /WE, and Addresses Cycling: t. = tc Minimum 2,3
lecs Fast Page Mode Write 450mA 1215mA | 945mA | /CAL, /WE, and Addresses Cycling: tp¢ = tpe Minimum 2,4
lecs Standby 9ImA 9mA 9mA All Control Inputs Stable > V. - 0.2V, Output Driven
leer Self-Refresh 1S, IF, WIR, /WE, and Ay ;g at =V - 0.2V

Option (-L) 1.8mA 18mA | 1.8mA | /RE and /CAL at < Vg + 0.2V, I/0 Open
leer Average Typical 270mA — — See “Estimating EDRAM Operating Power” Application Note | 1
Operating Current

(1) “33MHz Typ” refers to worst case I expected in a system operating with a 33MHz memory bus. See power applications note for further details. This parameter is not 100% tested
or guaranteed. (2) In is dependent on'cycle rates and is measured with CMOS levels and the outputs open. (3) I is measured with a maximum of one address change while
[RE=V, . (4) Ic¢ is measured with a maximum of one address change while /CAL =V . (5) /G is high.
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Switching Characteristics
Ve = 5V 5% (+5 Volt Option), Vee = 3.3V + 0.3V (+3.3 Volt Option), C, = 50pf, T, = 0 to 70°C (Commercial), -40 to 85°C (Industrial)

-12 -15
Symbol Description - - Units
Min Max Min Max
t/.\c(l) Column Address Access Time 12 15 ns
tacH Column Address Valid to /CAL Inactive (Write Cycle) 12 15 ns
tac Column Address 12 15 ns
taQx Column Address Change to Output Data Invalid 5 5 ns
tasc Column Address Setup Time 5 5 ns
tAsr Row Address Setup Time 5 5 ns
tc Row Enable Cycle Time 55 65 ns
tc1 Row Enable Cycle Time, Cache Hit (Row=LRR), Read Cycle Only 20 25 ns
tcae Column Address Latch Active Time 5 6 ns
tcaH Column Address Hold Time 0 0 ns
tcH Column Address Latch High Time (Latch Transparent) 5 5 ns
teHR /CAL Inactive Lead Time to /RE Inactive (Write Cycles Only) -2 -2 ns
tehw Column Address Latch High to Write Enable Low (Multiple Writes) 0 0 ns
teLy Column Address Latch Low to Data Valid 7 7 ns
teqH Column Address Latch Low to Data Invalid 3 3 ns
teqv Column Address Latch High to Data Valid 15 15 ns
tcrRp Column Address Latch Setup Time to Row Enable 5 5 ns
towL /WE Low to /CAL Inactive 5 5 ns
o Data Input Hold Time 0 0 ns
tomH Mask Hold Time From Row Enable (Write-Per-Bit) 1 15 ns
thms Mask Setup Time to Row Enable (Write-Per-Bit) 5 5 ns
ths Data Input Setup Time ns
tGQV(l) Output Enable Access Time 5 5 ns
tGQx(2'3) Output Enable to Output Drive Time 0 5 0 5 ns
tGQz(4‘5) Output Turn-Off Delay From Output Disabled (/Gt) 0 5 0 5 ns
tvH /F and W/R Mode Select Hold Time 0 0 ns
tvsu /F and W/R Mode Select Setup Time 5 5 ns
INRH ICAL, /G, WIR, and /WE Hold Time For /RE-Only Refresh 0 0 ns
tNRS /CAL, /G, WIR, and /WE Setup Time For /RE-Only Refresh 5 5 ns
toc Column Address Latch Cycle Time 12 15 ns
tRAc(l) Row Enable Access Time, On a Cache Miss 30 35 ns
tRAm(l) Row Enable Access Time, On a Cache Hit (Limit Becomes ty:) 15 17 ns
tRAcz(l’G) Row Enable Access Time for a Cache Write Hit 30 35 ns
tRAH Row Address Hold Time 1 15 ns
tRe Row Enable Active Time 30 100000 | 35 100000{ ns
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Switching Characteristics (continued)
Ve = 5V 5% (+5 Volt Option), Vee = 3.3V + 0.3V (+3.3 Volt Option), C, = 50pf, T, = 0 to 70°C (Commercial), -40 to 85°C (Industrial)

-12 -15
Symbol Description - - Units
Min Max Min Max
tRe1 Row Enable Active Time, Cache Hit (Row=LRR) Read Cycle 8 10 ns
tREF Refresh Period 64 64 ms
thex Output Enable Don't Care From Row Enable (Write, Cache Miss), O/P Hi Z 9 10 ns
trox1®® | Row Enable High to Output Turn-On After Write Miss 0 12 0 15 ns
trp” Row Precharge Time 20 25 ns
tRp1 Row Precharge Time, Cache Hit (Row=LRR) Read Cycle 8 10 ns
trp2 Row Precharge Time, Self-Refresh Mode 100 100 ns
tRRH Read Hold Time From Row Enable (Write Only) 0 0 ns
tRsH Last Write Address Latch to End of Write 12 15 ns
tRsw Row Enable to Column Address Latch Low For Second Write 35 40 ns
thwL Last Write Enable to End of Write 12 15 ns
tse Column Address Cycle Time 12 15 ns
tsHr Select Hold From Row Enable 0 0 ns
tsov™® Chip Select Access Time 12 15 ns
tSQX(2'3) Output Turn-On From Select Low 0 12 0 15 ns
tsoz*? Output Turn-Off From Chip Select 0 8 0 10 ns
tssr Select Setup Time to Row Enable 5 5 ns
tr Transition Time (Rise and Fall) 1 10 1 10 ns
twe Write Enable Cycle Time 12 15 ns
tweH Column Address Latch Low to Write Enable Inactive Time 5 5 ns
twhr'” Write Enable Hold After /RE 0 0 ns
ty Write Enable Inactive Time 5 5 ns
twp Write Enable Active Time 5 5 ns
twov™® Data Valid From Write Enable High 12 15 ns
twox®® |  Data Output Turn-On From Write Enable High 0 12 0 15 ns
twoz®¥ | Data Tum-Off From Write Enable Low 0 12 0 15 ns
twrp Write Enable Setup Time to Row Enable 5 5 ns
YWRR Write to Read Recovery (Following Write Miss) 16 18 ns

(1) Vgyr Timing Reference Point at 1.5V

(2) Parameter Defines Time When Output is Enabled (Sourcing or Sinking Current) and is Not Referenced to Vy, or Vi

(3) Minimum Specification is Referenced from V;,; and Maximum Specification is Referenced from V,_on Input Control Signal

(4) Parameter Defines Time When Output Achieves Open-Circuit Condition and is Not Referenced to Vi, or V.

(5) Minimum Specification is Referenced from V, and Maximum Specification is Referenced from V,,, on Input Control Signal
(6) Access Parameter Applies When /CAL Has Not Been Asserted Prior to tgye,

(7) For Back-to-Back /F Refreshes, tgp = 40ns. For Non-consecutive /F Refreshes, to, = 25ns and 32ns Respectively

(8) For Write-Per-Bit Devices, g is Limited By Data Input Setup Time, tyg

2-84




/RE Inactive Cache Read Hit

/RE
0

/F

WIR

Ao-10

ICALy.5 p

/WE

DQp-35

/G

IS

2
< t >
A tean _)| <
Column 1 Column 2 >< Row
- —> B N _—>
tasc tasc
> <l |ty —>
< teae > e
< tpc >
| | le— tgy ——>
toy —> | <
< tAC ;l
< toy > toon = | <
Open { Data 1 d Data2 p——
l< -
|< the >
toox —> ‘4— togz —> <
< tgoy >
tsox —> [«
sy tsgz 7 )
I

Don'’t Care or Indeterminate [

Notes: 1. Data accessed during /RE inactive read is from the row address specified during the last /RE active read cycle.

2. Latched data becomes invalid when /S is inactive.
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/RE Active Cache Read Hit

< tCl >
<ty —>
/REo,z N
tRPl —> <
> < Ttusu
| ‘ tMH
IF X
|
> < tusu
| <ty
W/R X
|
—> <— tpgr
_)I < ey |~ Laci - tean _>| <
Ag.10 Row Column 1 Column 2 >< Row
- —> -~ — >
tasc tasc
—)| I(— terp tean —> - < tey >
-t —> I
/1 CAE
/CAL0_3’P |
< tpc >
| Il |< teov >
WE X
l<— tey —> tey = |‘
< =< AC >|
< tRact tooH —>| -
DQq.35 OpenI ‘ Data 1 d Data2 p——
| the > ‘
tGQX —> -<— tGQZ |—> <—
G < toy >
[
LR _)| “_
> < tssr tsgz —> <
/S

Note: 1. Latched data becomes invalid when /S is inactive.

Don'’t Care or Indeterminate [
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/RE Active Cache Read Miss

I( tc >
[< tre >
IRE, t —
—> <— tysu
et < tyy
IF X
|
> < tysu
)I < tun
WIR X
|
> < trsr B ( N
—>| < toay ACI —>| <— tean
AO-lO Row Column 1 Column 2 >< Row
> | < lerp
/CALO-S,P
JWE
L
DQq.35 Open
/G
toox = < ‘ < tsur > ‘
—>| |t
SSR < tey > tsgz —> <—
IS

L L Don'’t Care or Indeterminate [_]
Note: 1. Latched data becomes invalid when /S is inactive.
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Burst Write (Hit or Miss) Followed By /RE Inactive Cache Reads

< tre >
IREg 5
™ <~ g ——>
> | < twn > < o
F |
|
> < lysy
_)I |(_ v
WIR |
g _>|I(_ <_tASR —> | —-> <t
- ! tRan ¢ > tean < ASC
| D Agg RSW ~ Ap-g | Ag-.
Ag 10 Row ><:>< Column 1 Column 2 Column n
An. < —>
0-10 > < tye ACH < tCAH_)
—> <t >t |< —>|t
CRP CAH CWL t
/CAL /| < teae > N D
0-3,P
|< tpe ‘
e tyey —>l< tepw =
’| <— tyrp twp < <t > > |‘ tRRH
E T WP |
WE <ty >
< twHr >|< twe > ; gl < R
o5 < < trw——>|| >ty <
—>t,, |<— — et et |
‘ or ths >| =< DH fac
DQq.35 Open Data 1 Data 2 Cache (Column n)
troxs —>1 -
togx —> < |
/G
> e
GQV
< lser

NOTES: 1. Parity bits DQg 17 56 35 Must have mask provided at falling edge of /RE.
2. /G becomes a don't care after tpgy during a write miss.

Don’t Care or Indeterminate [
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Page Read/Write During Write Hit Cycle (Can Include Read-Modify-Write)

< te >
< tRE >
IREy , < tpp ———>
> < tysy
4’,‘ < twi
IF X
- |‘_ tmsu
[
WIR X
e ————
e task tac ‘
*
t
[ e tean | le—— tasc —>_|)| |1
Ag.10 Row ><:>< Column 1 Colulmn 2 Column 3
‘ —> |e—15qc <~ taoy———>1 | | |
< loa > < trsH T >
terp —> < tasc T < <——1IcHR —>
t A T t '
ICALy.3p < (t:AE> <—'CAE teom
cLv <t —)l
‘ > |<C WCH | ey >
> < lygp < tow > | > e teg,
< tyyp >
IWE | —>toy |<—
|(— tWHR EEE—
< tppey —> < trwi >
—>t,. < «~ i —>
t | tAC wQV
x> |
DQg.35 Read Data Write Data Read Data —
> toy [<—
t
> tDS ‘(_ <<— 'WQX —>1
loox 7 toqu > g R
> < 1oz
tony >
/G GQV
T
< lssr

Don't Care or Indeterminate [_]

NOTES: 1. If column address one equals column address two, then a read-modify-write cycle is performed.
2. Parity bits DQ8 17.26.35 must have mask provided at falling edge of /RE.
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Write-Per-Bit Cycle (/G = High)

< tc >
< t >
IREq 5 RE ¢
> < tusy
~>I‘ < tyy
IF X
—> |‘_ tmsu
>
WIR X
L < e
—> <— lasr
*
—> -<— t
I tRaH fean | le—— tasc —>_|)| | 1A
Ao-10 Row ><:>< Column 1 Colulmn 2 Column 3
< o> =< RSH [ >
tCRP —> < <«——tcHR —> |
ICAL, fone <—lcae t
0-3,P <—— "CQH ——>>|
<— tyey —>
I—) ‘_tCQv —
—> < toy > | > e topy
IWE = twp > toy |<—
- L | |t N —)‘ cLv
|‘ WHR > g
< ooy —> < tawL >
—>| t,. |<— e T
teox — | ) AC | WQV
DQq.35 Read Data Write Data Read Data —
>ty <
Sl ‘<_ < twox —>
DS
toox > toqy > < toz
> ‘ < teoz
o, >
/G GQV ‘
T
< R

:J

/S

Don’t Care or Indeterminate [

NOTES: 1. If column address one equals column address two, then a read-modify-write cycle is performed.
2. Parity bits DQ8 17.26.35 must have mask provided at falling edge of /RE.
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/F Refresh Cycle

<— tpg —>
IREq, 2
—> <— Tysy |< >

trp >
_" “_ ty
IF
T T
Don't Care or Indeterminate [_]
NOTES: 1. During /F refresh cycles, the status of W/R, /WE, Aq_1o, /CAL, /S, and /G is a don’t care.
2. [RE inactive cache reads may be performed in parallel with /F refresh cycles.
/RE-Only Refresh
< tc >
' I >
—> <— Qo
- |‘_ tRan
Ao-10 >‘1 Row F< X
- T ks - ‘(_ ENRH
ICALg 3 p, WE, /G | X
- < tusy
—> |<— tun
WIR, /F | X
- L— tssr - “_ tshr
/S

Don't Care or Indeterminate [_]

NOTES: 1. All binary combinations of Ay g must be refreshed every 64ms interval. A, does not have to be cycled, but must remain valid
during row address setup and hold times.

2. [RE refresh is write cycle with no /CAL active cycle.
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Low Power Self-Refresh Mode Option

“ tepo >

X

|(_ tusu

<ty
/CAL ><
— T_ tysu
t
JF, WIR, B ki

IWE, /S N X

Don't Care or Indeterminate [_]

NOTES: 1. EDRAM self refreshes as long as /RE remains low. (Low Power Self Refresh part only).
2. When using the Low Power Self Refresh mode the following operations must be performed:
If row addresses are being refreshed in an evenly distributed manner over the refresh interval using /F refresh cycles, then at least one
[F refresh cycle must be performed immediately after exit from the Low Power Self Refresh Mode. If row addresses are being refreshed
in any other manner (/F burst or /RE distributed or burst), then all rows must be refreshed immediately before entry to and immediately
after exit from the Low Power Self Refresh.
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Mechanical Data

72 Pin SIMM Module
4,245 (107.82)
Inches (mm) 4.255 (108.08)
3.984 (101.19) ‘
—=| |=<— 0133(3.38) ‘
0.123 (3.12)
0.400 g oo oo oo oo oo oo oo oo o
P& [T B BT BT BT RY BT BT BT Bl cwen
S = B8 = B = Y = BE = BE = B =1 BE = B =1 B 0225
0.945 (24.00) al [cy| a8l |c2| [B&| |ca| 88| [ca| |22 98 fcs| |88] |cz| B8] [ca| |38l [co| |8 /
I || @D =l oo = oo I=] |oo| =] [ga| (=] oo =] ool =] oo (=] g g (=] e 0.010 5.72
0955 (2426) ——| | D = FH = BH T BH = BE T RE T RY T RY < RE O [0mn O
7“8U1 g8 u2 |38 us 33 ua |28 us |a8) Us (38 u7 |a8 us (38l W [3 | | ¢ ¢
W 1 1 —

1 RNRNRNR

NRRRNRNRNRNRNRNRNNNRNANRNRN — DNANENRNANENNRNNANANNNNNRNANNRNRNNDE 72

ﬁ j 0.050 (1.27) —>] |=— | 0.040 (1.02) —>|j=— ﬁ ﬁ ﬁ —>| |=<— 0.047 (1.19)
\ 0.042 (1.07) 0.054 (1.37)
0.245 (6.22) 0.075 (1.90) 0.060 (1.52) ?2'153?) —| |=—0208(528)
0.285(648) /7| ™7 0085 (2.16) 0.064 (1.63) 0- ' U
0.062 (1.57) RAD. < 1.750 (44.45) ————>| | |=<— 0.250 (6.35)
0.250 (6.35) —> 3.750 (95.25)

-~ 2125(53.98) — |

U1-U4, U6-U9 — Enhanced DM2242J-XX, 1M x 4 EDRAMSs, 300 Mil SOJ
U5 — Enhanced DM2252J-XX, 1M x 4 EDRAM with Write-Per-Bit (Not present on DM 1M32SJ)
C1-C9 — 0.22pF Chip Capacitors
Socket — Amp 822030-3 or Equivalent

Part Numbering System

DMIM36SJ6 - 121

I— Temperature Range
No Designator = 0 to 70°C (Commercial)
| = -40 to 85°C (Industrial)
L = 0 to 70°C, Low Power Self-Refresh

Access Time from Cache in Nanoseconds
12ns
15ns

Configuration
6 = 5 Volt, Multibank EDO
7 = 3.3 Volt, Multibank EDO

Packaging System
J =300 Mil, Plastic SOJ

Memory Module Configuration
S = SIMM

I/0 Width (Including Parity)
32 = 32 Bits
36 = 36 Bits

Memory Depth (Megabits)

Dynamic Memory

The information contained herein is subject to change without notice. Enhanced Memory Systems  Inc. assumes no responsibility for the use of any circuitry other than circuitry embodied in
an Enhanced product, nor does it convey or imply any license under patent or other rights.
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