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Memory Systems Inc. 4Mb x 32 Enhanced DRAM SIMM

Product Specification

Features Architecture

m Integrated 2,048 x 32 SRAM Cache Row Register Allows 12ns
Access Random Reads Within the Page

m Interleaved SRAM Cache for 8ns Burst Reads

m 30ns DRAM Array for Fast Random Access to Any Page

m Ultra-Fast Integrated 8Kbyte-Wide DRAM to Cache Bus
for 454-Ghyte/sec Cache Fill Bandwidth

m On-Chip Write Posting and Fast Page Mode Operation Allows
12ns Writes and Burst Writes

= On-Board Address and Control Buffering

m Low Power Self Refresh Mode Option

The DM4M32SJ achieves
4Mb x 32 density by mounting
32 4M x 1 EDRAMs, packaged
in 28-pin plastic SOJ packages
on hoth sides of the multi-
layer substrate. Four buffers
have been added to reduce the
loading on the address and
control lines. The buffers have
halanced output current levels
and current limiting resistors.
These offer low ground
bounce, minimal undershoot,
and controlled fall times.

The EDRAM memory
module architecture is very
similar to a standard 16MB DRAM module with the addition of an
integrated cache and on-chip control which allows it to operate much
like a page mode or static column DRAM.

Description

The Enhanced Memory Systems 16MB EDRAM SIMM module
provides a single memory module solution for the main memory or
local memory of fast PCs, workstations, servers, and other high
performance systems. Due to its fast 12ns cache row register, the
EDRAM memory module supports zero-wait-state burst read
operations at up to 66MHz bus rates in a non-interleave configuration

and >100MHz bus rates with a two-way interleave configuration. _ The EDRAM's SRAM cache is integrated into the DRAM array as
On-chip write posting and fast page mode operation supports tightly coupled_ row registers. Memory reads always occur from the_
12ns write and burst write operations. On a cache miss, the fast cache row register. When the on-chip comparator detects a page hit,

DRAM array reloads the entire 8Kbyte cache over an 8Kbyte-wide bus  Only the SRAM is accessed and data is available in 12ns from column
in 18ns for an effective bandwidth of 454 Ghytes/sec. This means very ~ address. When a page read miss is detected, the entire new DRAM row

low latency and fewer wait states on a cache miss than a non- is updated into the cache and data is available at the output all within
integrated cache/DRAM solution. The JEDEC compatible SIMM asingle 30ns access. Subsequent reads within the page (burst reads,
configuration allows a single memory controller to be designed to local instructions, or data) will continue at 12ns cycle time. Since reads
support either JEDEC slow DRAMs or high speed EDRAMs to provide  occur from the SRAM cache, DRAM precharge can occur simultaneously
a simple upgrade path to higher system performance. without degrading performance. The on-chip refresh counter with
independent refresh bus allows the EDRAM to
DM4M32SJ Functional Diagram be refreshed during cache reads.

Memory writes are internally posted in
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Functional Description

The EDRAM is designed to provide optimum memory
performance with high speed microprocessors. As a result, it is
possible to perform simultaneous operations to the DRAM and
SRAM cache sections of the EDRAM. This feature allows the EDRAM
to hide precharge and refresh operation during SRAM cache reads
and maximize SRAM cache hit rate by maintaining valid cache
contents during write operations even if data is written to another
memory page. These new functions, in conjunction with the faster
basic DRAM and cache speeds of the EDRAM, minimize processor
wait states.

EDRAM Basic Operating Modes
The EDRAM operating modes are specified in the table below.
Hit and Miss Terminology

In this datasheet, “hit” and “miss” always refer to a hit or miss
to the page of data contained in the SRAM cache row register. This
is always equal to the contents of the last row that was read from
(as modified by any write hit data). Writing to a new page does not
cause the cache to be modified.

DRAM Read Hit

If a DRAM read request is initiated by clocking /RE with W/R
low and /F and /CAL high, the EDRAM will compare the new row
address to the last row read address latch (LRR; an 11-bit latch
loaded on each /RE active read cycle). If the row address matches
the LRR, the requested data is already in the SRAM cache and no
DRAM memory reference is initiated. The data specified by the
column address is available at the output pins at the greater of
times tc or tgoy. Since no DRAM activity is initiated, /RE can be
brought high after time tz¢4, and a shorter precharge time, tgpy, i
required. It is possible to access additional SRAM cache locations
by providing new column addresses to the multiplex address
inputs. New data is available at the output at time t,; after each
column address change in static column mode. During read cycles,
it is possible to operate in either static column mode with
/CAL=high or page mode with /CAL clocked to latch the column
address. In page mode, data valid time is determined by either t,.

or fequ-

EDRAM Basic Operating Modes

DRAM Read Miss

If a DRAM read request is initiated by clocking /RE with W/R
low and /F and /CAL high, the EDRAM will compare the new row
address to the LRR address latch (an 11-bit latch loaded on each
[RE active read cycle). If the row address does not match the LRR,
the requested data is not in SRAM cache and a new row must be
fetched from the DRAM. The EDRAM will load the new row data
into the SRAM cache and update the LRR latch. The data at the
specified column address is available at the output pins at the
greater of times gy, tac, and tgqy. Itis possible to bring /RE high
after time tg since the new row data is safely latched into SRAM
cache. This allows the EDRAM to precharge the DRAM array while
data is accessed from SRAM cache. It is possible to access
additional SRAM cache locations by providing new column
addresses to the multiplex address inputs. New data is available at
the output at time t, after each column address change in static
column mode. During read cycles, it is possible to operate in either
static column mode with /CAL=high or page mode with /CAL
clocked to latch the column address. In page mode, data valid
time is determined by either ty; or togy.

DRAM Write Hit

If a DRAM write request is initiated by clocking /RE while W/R
and /F are high, the EDRAM will compare the new row address to
the LRR address latch (an 11-bit address latch loaded on each /RE
active read). If the row address matches, the EDRAM will write data
to both the DRAM array and selected SRAM cache simultaneously
to maintain coherency. The write address and data are posted to
the DRAM as soon as the column address is latched by bringing
/CAL low and the write data is latched by bringing /WE low (both
/CAL and /WE must be high when initiating the write cycle with the
falling edge of /RE). The write address and data can be latched very
quickly after the fall of /RE (tgay + tasc for the column address and
tps for the data). During a write burst sequence, the second write
data can be posted at time tg after /RE. Subsequent writes within
a page can occur with write cycle time tpe. With /G enabled and
/WE disabled, it is possible to perform cache read operations while
the /RE is activated in write hit mode. This allows read-modify-
write, write-verify, or random read-write sequences within the page
with 12ns cycle times (the first read cannot complete until after
time tgaco). At the end of a write sequence (after /CAL and /WE are
brought high and tg is satisfied), /RE can be brought high to

Function /S | /RE | WR | /F |/CAL | /WE Ap-10 Comment

Read Hit L ! L H H X Row = LRR No DRAM Reference, Data in Cache

Read Miss L ! L H H X Row # LRR DRAM Row to Cache

Write Hit L ! H H H H Row = LRR Write to DRAM and Cache, Reads Enabled

Write Miss L ! H H H H Row # LRR Write to DRAM, Cache Not Updated, Reads Disabled
Internal Refresh X ! X L X X X Cache Reads Enabled

Low Power Standby H H X X H H X Standby Current

Unallowed Mode H L X H X X X Unallowed Mode (Except -L Option)

lﬁ%ﬁez(ﬁwoegt%e,!f H ! X H L H X Standby Current, Internal Refresh Clock

H = High; L = Low; X = Don’t Care; | = High-to-Low Transition; LRR = Last Row Read
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precharge the memory. It is possible to perform cache reads
concurrently with precharge. During write sequences, a write
operation is not performed unless both /CAL and /WE are low. As a
result, the /CAL input can be used as a byte write select in multi-
chip systems. If /CAL is not clocked on a write sequence, the
memory will perform a /RE only refresh to the selected row and
data will remain unmodified.

DRAM Write Miss

If a DRAM write request is initiated by clocking /RE while W/R
and /F are high, the EDRAM will compare the new row address to
the LRR address latch (an 11-hit latch loaded on each /RE active
read cycle). If the row address does not match, the EDRAM will
write data to the DRAM array only and contents of the current
cache is not modified. The write address and data are posted to the
DRAM as soon as the column address is latched by bringing /CAL
low and the write data is latched by bringing /WE low (both /CAL
and /WE must be high when initiating the write cycle with the
falling edge of /RE). The write address and data can be latched very
quickly after the fall of /RE (tgay + tasc for the column address and
tps for the data). During a write burst sequence, the second write
data can be posted at time tgg after /RE. Subsequent writes within
a page can occur with write cycle time tpe. During a write miss
sequence, cache reads are inhibited and the output buffers are
disabled (independently of /G) until time t,zg after /RE goes high.
At the end of a write sequence (after /CAL and /WE are brought
high and tg¢ is satisfied), /RE can be brought high to precharge the
memory. It is possible to perform cache reads concurrently with
the precharge. During write sequences, a write operation is not
performed unless both /CAL and /WE are low. As a result, /CAL can
be used as a byte write select in multi-chip systems. If /CAL is not
clocked on a write sequence, the memory will perform a /RE only
refresh to the selected row and data will remain unmodified.

/RE Inactive Operation

It is possible to read data from the SRAM cache without
clocking /RE. This option is desirable when the external control
logic is capable of fast hit/miss comparison. In this case, the
controller can avoid the time required to perform row/column
multiplexing on hit cycles. This capability also allows the EDRAM to
perform cache read operations during precharge and refresh
cycles to minimize wait states. It is only necessary to select /S and
/G and provide the appropriate column address to read data as
shown in the table below. The row address of the SRAM cache
accessed without clocking /RE will be specified by the LRR address
latch loaded during the last /RE active read cycle. To perform a
cache read in static column mode, /CAL is held high, and the cache
contents at the specified column address will be valid at time ty.
after address is stable. To perform a cache read in page mode,
ICAL is clocked to latch the column address. The cache data is
valid at time t, after the column address is setup to /CAL.

Function /S /G | /CAL

A0-10

Cache Read (Static Column) | L L H | Column Address

Cache Read (Page Mode) L L t | Column Address

H = High; L = Low; X = Don’t Care; ¢ = Transitioning

On-Chip SRAM Interleave

The DM4M32 has an on-chip interleave of its SRAM cache
which allows 8ns random accesses (tx1) for up to three data
words (burst reads) following an initial read access (hit or miss).
The SRAM cache is integrated into the DRAM arrays in a 512 x 128
organization. It is converted into a 2K x 32 page organization by
using an on-chip address multiplexer to select one of four 32-bit
words to the output pins DQg.3; (&s shown below). The specific
word selected to the output is determined by column addresses A,
and A;. System operation is consistent with the standard
“Functional Description” and timing diagrams shown in this
specification. See the note in the read timing diagrams and
“Switching Characteristics” chart for the faster access and data
hold times.

DM4M32 Datapath Architecture

Row Address 32
Ag.10 > 4M DRAM Arrays
65,538 Bits
Y
Column Address 32
As 10 > 2K SRAM Caches
128 Bits
Y
Column Address 4to1
Ag Al Output Selector
)y( 32 Bits
Q
Internal Refresh

If /F is active (low) on the assertion of /RE, an internal refresh
cycle is executed. This cycle refreshes the row address supplied by
an internal refresh counter. This counter is incremented at the end
of the cycle in preparation for the next /F refresh cycle. At least
1,024 /F cycles must be executed every 64ms. /F refresh cycles can
be hidden because cache memory can be read under column
address control throughout the entire /F cycle. /F cycles are the
only active cycles during which /S can be disabled.

/CAL Before /RE Refresh (“/CAS Before /RAS”)

[CAL before /RE refresh, a special case of internal refresh, is
discussed in the “Reduced Pin Count Operation” section below.

/RE Only Refresh Operation

Although /F refresh using the internal refresh counter is the
recommended method of EDRAM refresh, it is possible to perform
an /RE only refresh using an externally supplied row address. /RE
refresh is performed by executing a write cycle (W/R and /F are
high) where /CAL is not clocked. This is necessary so that the current
cache contents and LRR are not modified by the refresh operation.
All combinations of addresses A, A, - Aqo must be sequenced every
64ms refresh period. A; does not need to be cycled. Read refresh
cycles are not allowed because a DRAM refresh cycle does not occur
when a read refresh address matches the LRR address latch.
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Low Power Self Refresh

When the low power, self-refresh option is specified when
ordering the EDRAM, the EDRAM enters this mode when /RE is
clocked while /S, W/R, /F, and /WE are high; and /CAL is low. In
this mode, the power is turned off to all I/0 pins except /RE to
minimize chip power and an on-board refresh clock is enabled to
perform self-refresh cycles using the on-board refresh counter.
The EDRAM remains in this low power mode until /RE is brought
high again to terminate the mode. The EDRAM /RE input must
remain high for tgp, following exit from self-refresh mode to allow
any on-going internal refresh to terminate prior to the next
memory operation.

Low Power Mode

The EDRAM enters its low power mode when /S is high. In this
mode, the internal DRAM circuitry is powered down to reduce
standby current to 34mA.

Initialization Cycles

A minimum of 10 initialization (start-up) cycles are required
before normal operation is guaranteed. A combination of eight /F
refresh cycles and two read cycles to different row addresses are
necessary to complete initialization. /RE must be high for 300ns
prior to initialization.

Unallowed Mode

Read, write, or /RE only refresh operations must not be
initiated to unselected memory banks by clocking /RE when /S is
high.

Reduced Pin Count Operation

It is possible to simplify the interface to the 16 MByte SIMM to
reduce the number of control lines. /REO and /RE2 could be tied
together externally to provide a single row enable. W/R and /G can
be tied together if reads are not performed during write hit cycles.
This external wiring simplifies the interface without any
performance impact.

Pin Descriptions

/REy, ,— Row Enable

These inputs are used to initiate DRAM read and write
operations and latch a row address as well as the states of W/R and
IF. Itis not necessary to clock /RE, ; to read data from the EDRAM
SRAM row registers. On read operations, /RE 4 can be brought
high as soon as data is loaded into cache to allow early precharge.
/REO controls Bytes 1 and 2. /RE2 controls Bytes 3 and 4.

/CAL, _.3— Column Address Latch

These inputs are used to latch the column address and in
combination with /WE to trigger write operations. When /CAL is
high, the column address latch is transparent. When /CAL is low,
the column address is closed and the output of the latch contains
the address present while /CAL was high. /CAL can be toggled when
[RE is low or high. However, /CAL must be high during the high-to-
low transition of /RE except for /F refresh cycles. /CAL (5 controls
Bytes 1-4 respectively.

W/R — Write/Read
This input along with /F specifies the type of DRAM operation

initiated on the low going edge of /RE. When /F is high, W/R
specifies either a write (logic high) or read operation (logic low).

/F— Refresh

This input will initiate a DRAM refresh operation using the
internal refresh counter as an address source when it is low on the
low going edge of /RE.

/WE — Write Enable
This input controls the latching of write data on the input data
pins. A write operation is initiated when both /CAL and /WE are low.

/G — Output Enable

This input controls the gating of read data to the output data
pins during read operations.

/S — Chip Select

This input is used to power up the 1/0 and clock circuitry.
When /S is high, the EDRAM remains in its low power mode. /S
must remain active throughout any read or write operation. With
the exception of /F refresh cycles, /REy , should never be clocked
when /S is inactive.

DQ, _3; — Data Input/Output

These bidirectional pins are used to read and write data to the
EDRAM.

PD — Presence Detect

This signal is grounded to indicate the presence of SIMM
module in the socket.

PD16M — 16M Presence Detect

This signal is grounded to indicate the presence of a 16M
SIMM. A 4 or 8 MB SIMM has this pin open.

Ag.10— Multiplex Address

These inputs are used to specify the row and column
addresses of the EDRAM data. The 11-bit row address is latched on
the falling edge of /RE. The 11-bit column address can be specified
at any other time to select read data from the SRAM cache or to
specify the write column address during write cycles. A, ; are used
to select one of four interleaved data words during read
operations.

Ve Power Supply
These inputs are connected to the +5 volt power supply.

Vss Ground

These inputs are connected to the power supply ground
connection.

1-108



Pinout

Pin No. | Function Organization Pin No. | Function Organization

1 GND Ground 37 +5 Volts Vee
2 DQo Byte 11/0 1 38 GND Ground
3 DQqg Byte31/01 39 GND Ground
4 | DQ Byte 11/0 2 40 | CAL, Byte 1 Column Address Latch
5 | DQy Byte 31/0 2 41 | CAL, Byte 3 Column Address Latch
6 | DQ, Byte 11/03 42 | CAL,4 Byte 4 Column Address Latch
7 | DQy Byte 31/0 3 43 | CAL, Byte 2 Column Address Latch
8 DQ, Byte 1 1/0 4 44 FEO Row Enable (Bytes 1, 2)
9 | DQy Byte 31/0 4 45 NC Not Connected

10 | +5Volts Vee 46 PD16M Signal GND Ground

11 | +5 Volts Vee 47 | WE Write Enable

12 | A Address 48 | WIR W/R Mode Control

13 | Ay Address 49 DQq Byte21/01

14 | A, Address 50 DQ,; Byte 41/01

15 | Ag Address 51 DQqp Byte 2 1/0 2

16 | A, Address 52 DQog Byte 4 1/0 2

17 | Ag Address 53 | DQpy Byte 21/0 3

18 | Ag Address 54 DQog Byte 41/0 3

19 | A Address 55 DQq, Byte 21/0 4

20 DQ, Byte11/05 56 DQ3g Byte 41/0 4

21 DQys Byte 31/05 57 DQq3 Byte21/05

22 DQsg Byte11/06 58 DQ3; Byte 41/05

23 DQy3 Byte 31/0 6 59 +5 Volts Vee

24 DQg Byte11/07 60 DQ3» Byte 41/0 6

25 DQyy Byte 31/0 7 61 DQy4 Byte21/0 6

26 DQ, Byte11/08 62 DQ33 Byte 41/0 7

27 DQys Byte31/08 63 DQq5 Byte21/07

28 | Ay Address 64 DQsy Byte 41/08

29 | GND Ground 65 DQq¢ Byte 21/0 8

30 | +5Volts Vee 66 | +5Volts Vee

31 | Ag Address 67 |G Output Enable

32 | Ag Address 68 F Refresh Mode Control

33 | NC Not Connected 69 | S Chip Select

34 FEZ Row Enable (Bytes 3, 4) 70 PD Signal GND Presence Detect

35 | GND Ground 71 GND Ground

36 | GND Ground 72 GND Ground
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Buffer Diagram

Edge Edge
Connecter U324 Connecter U338
19 A9B1 41 [> 8 W/RB1
29 [> 20 A9B2 40 [> 9 W/RB2

12— 27{: 22 A9B3 48— 38 [: 11 W/RB3

26 D 23 A9B4 37 D 12 W/RB4

U33A1 U33A3
47 2 A10B1 36 [> 13 /WEB1

46 D 3 A10B2 35 [: 14 /WEB2

Al
| 13 |—= 44 [: 5 A10B3 [ 47 |—= 33 16 /WEB3

43 [> 6 A10B4 32 17 /WEB4

U14A2 U33A4

38 11 A2B1 30 19 /FB1
U14A2

| a2 | 37 N 12 A282 29 20 /FB2

14| D> | o l—tF
UL4A3 68 | 27
N 22 /FB3

U14A3 26 [: 23 /FB4
35 14 A3B1
—| >— U15A1

|15| A3 33[: 16 A3B2 47 > 2/SB1

32 D 17 A3B3 " 46 3/SB2
| 69 |——=—

UL4Ad 44 D 5 /SB3

30 [> 19 A4B1 43 [: 6/SB4

A4 | 29 N\ 20 A4B2

[ 16 > U15A2
27 N, 22 A4B3 ibwl
40 N9 /REOB2
U32A1 JREO
47 | 44 |¢
2 ASB1 38 \_11/REOB3

7| A5 | 46 l'> 3 A5B2 37 [: 12 /REOB4
44
—Dﬁ U15A3

36 13 /RE2B1

4
3 6 AGB1 35 N_14 /RE2B2
U32A2 IRE2 >
| 18 |—2& —|41 - 84082 laal 33 N_16 /RE2B3
U32A2 >
40 9 AGB3 32 > 17 IRE2B4
UL4A4
38 11 A7B1 Lot /G ~ /GB
U32A2 67 | % V23

| A7 | 37 \_12A7B2

28] U15A4
% % 1;2%23 [ 40 |—ICALO N__ /CALOB
I
L= 134783 30 V19
U32A3 U15A4
35 |\ 14 ABBI | a3 | AL % D zolCALlB
A8 | 33 N_16A8B2 UL5A4
31 > lan|foA2 N rcaLos
32 \_ 17 A8B3 o7 V22
[: U15A4
UL4AL [ 4 |—LcAL3 N /CAL3B

47[: 2 AOB1 26 V23

A9 | 46 N\ 3AO0B2
|7

32 |
44 [: 5 AOB3
U14, 15, 32, 33 Pins 1, 4, 10, 21, 24, 25, 28, 34, 39, 45, 48 - Gnd.
U14A1 U14, 15, 32, 33, Pins 7, 18, 31, 42, - Vcc
43 6 A1B1
A10 | 41 A1B2
[ 19| 0L 8

Note: Address and control buffers add minimum
of 1.7ns to maximum of 4.5ns to each signal path.
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Interconnect Diagram — Byte 1

Edge
Connecter
J1
P
[ 0
[ T
I 8k
: 20 F .
o 0
I 26
g
+5V
g A
8 2| |27
o o
g 26 27 |
| o o us
=4 26 27
o i = u7 veol
8 26 27 Veo|—22
. o o (8] 8
g 2| |27 vag|-2L
o o us vss-E——o
g 26 27
| e ua DM2200]
%l 127 4Mb x 1
| s us DM2200 | EDRAM
21z U2 4Mb x 1
DM2200J | EDRAM | 2 N =
Ve 0 4Mb x 1 5 ¢ -
3 A0 u1 DM2200) | EDRAM 2 T
e L—jr 4Mb x 1 ER - O
A T DM2200J | EDRAM | 2 o | & F
A N aMb x 1 Q c |- ©
ABB: A6 [6) [@)
A7 A7 DM2200) | EDRAM EOT I
AdG 1 n8 4Mbx 1 —=
A9B 3 1o O O
A1081 S fa10 DM2200 | EDRAM | 2w | o o
IMb x 1 s X
W/RBL 7 . @] (@]
“ves dme DM2200) | EDRAM | 2w | o
JEBL. sgr 4Mb x 1 55
18] = w ©)
/GB e EDRAM g g |9 -
B O
g g |8 e
[6]
/CALOB ® Py P
/REOB1
/RE0B2
+5V
10H—4LC o
1K ¢
30 XKC____¢
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Interconnect Diagram — Byte 2

Edge

g
Connecter
J1

=
ol ol o} 'e} e} e} o] o}

DQ12

DQ13

DQ14

DQ15

DQ16

27

DQ1L

5

DQ9

L
5

4AMb x 1

osal [T

DM2200J
4Mb x 1

DM2200J
4AMb x 1
EDRAM

DM2200J

DM2200J
4AMb x 1
EDRAM

DM2200J

u29

DM2200J
4AMb x 1
EDRAM

VCC
VCC
vee

+5V

SS!

VSS

VSsS

ICAL1

ICAL1B

16 5 jcaLt
& Ore

16 o /cALt

& Ore

16 o icaLt

/REQB3

/REOB4

5 Ore

+5v

Wwn
&

i

%}

T C10 T C11 T C12 T C13 T C14 T C15 T C16 T C17 _|_ C18
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Interconnect Diagram — Byte 3

Edge
Connecter
1 -
3} 5
I 5F a
Yy gl
: 21 ! a
23 b
124 —2 26| |27
| 25 —— a o
26 27
A0B3 e« u16 15V
A1B3
—one o) u34 A
A3B o) s
—A4B 8l 4_fas
A N A5
—A6B: N A6
ATB: 1 A7
A8B! — i 11 g
g 26| |27 7
g W [ =~ voc | 34
g 2| |27 vee
2 oo uz24 8
g 26| |27 | xgg 21
o | o o u23 vssHE——e
8| 2| |27
| s u22 DM2200J
26| |27 4Mb x 1
| oo uz21 DM2200) | EDRAM
2l 20 AMbx 1
< DM2200J | EDRAM | ¢ —
A IMbx 1 S = -
s e pm2200) | EDRAM | &, [§ F
— w2 4Mb x 1 I
—pdp #a DM2200J | EDRAM | 2, | o
—4a8 he 4Mb x 1 N 5 o)
—are 9 DM2200) | EDRAM | ¥ | o
—h88 1 a8 4Mb x 1 = =
TAgB3 3 1o o 0 O
AL0B3 5 a0 DM2200J EDRAM 3 g | S ©
4Mbx 1 = =
WIRB3 7 o (o)
Twess 20 4W®  DM2200 | EDRAM | 2w |9
—fBs 18 4Mb x 1 N 5 5
s EDRAM | 3 ¢ | .
3 O
3 EEE
o)
[CALZB ® ® ® ® L 4
[RE2B1 . .
/RE2B2
+5V
110 MG ¢
111 J—‘—J
130 —&C ¢
: & |—‘ﬂ—q:: 1
hee C19 C20 Cc21 C22 Cc23 C24 C25 C26 c27
| olpVss
= ==
135 55— ¢
136 55— ¢
|38 1455—1:
171 S8 ¢
1725 ¢
170 —E——¢@
| 46 —ED1EM o
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Interconnect Diagram — Byte 4

Edge
Connecter
J1
5o —Doar
152 g"g
| 54 F
| 56 F o
| 58 F
: 60 F 2
62 F
| 64 F 0
5
g
Q +5V
e A
§ 26 27
— o o
§ 26 27
2 | oo u13
g1 26| |27 vee |2
2 | e« U3l vecH4—¢
g 26| |27 vee (22
© | o o ui12 Vs =8
g 26 27 21
. - | = U30 Vs |28
§ 26 27
| oo uis DM2200J
%] |7 4Mb x 1
| oo u36 DM2200) | EDRAM
26 27
L L 17 4Mbx 1 . 1
DM2200J | EDRAM 3 o =
4Mb x 1 Q & -
AOB! 20 -
A6 2% U DM2200 | EDRAM | 2, |4 J
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AC Test Load and Waveforms

Load Circuit 5.0V Input Waveforms
Vig 7 -~V
R,=828Q " i
Output O i
\Y \Y
R, =295Q C = 50pf GND L L
T —>| <Hns |<— —>| <Hns |<—
Absolute Maximum Ratings Capacitance
(Beyond Which Permanent Damage Could Result)
Description Ratings Description Max Pins
Input Voltage (Vin) Y Input Capacitance 29pf | Ag10
Output Voltage (Vour) - Input Capacitance 39pf | /REg, IRE 5, WIR, IWE, IF, /S
Power Supply Voltage (Vec ) i Input Capacitance 19pf | /G, [CAL 4
Ambient Operating Temperature (T, ) 0~70°C Input/Output Capacitance | 18pf DQ0-31
Storage Temperature (Tg) -55~150°C
Static Discharge Voltage Class 1
(Per MIL-STD-883 Method 3015) ass
Short Circuit O/P Current (Ioyt) 50mA*
Electrical Characteristics
Symbol Parameters Min Max Test Conditions
Vee Supply Voltage 4.75V 5.25V All Voltages Referenced to Vgg
Vi Input High Voltage 2.4V 6.5V
ViL Input Low Voltage -1.0v 0.8v
Vox Output High Level 2.4V — loyT = - 5mMA
VoL Output Low Level — 0.4v loyT = 4.2mA
li() Input Leakage Current 40pA 40pA OV <V £6.5V, All Other Pins Not Under Test = OV
| o) Output Leakage Current 20pA 20pA OV <V, OV <Voyr <55V
Symbol Operating Current  |33MHz Typ(l) -12 Max | -15 Max Test Condition Notes
lcct Random Read 3840mA 7520mA | 7520mA | /RE, /CAL, /G and Addresses Cycling: tc = t¢c Minimum 2,3
leco Fast Page Mode Read 2400mA 4960mA | 4960mA | /CAL, /G and Addresses Cycling: tpc = tpc Minimum 2,4
lees Static Column Read 2080mA 3840mA | 3840mA | /G and Addresses Cycling: tsc = tsc Minimum 2,4
loca Random Write 4640mA 6400mA | 6400mA | /RE, /CAL, /WE and Addresses Cycling: t¢ = t¢c Minimum 2,3
lecs Fast Page Mode Write | 1920mA 4640mA | 4640mA | /CAL, /WE and Addresses Cycling: tp¢ = tpc Minimum 2,4
lecs Standby 36mA 36mA 36mA | All Control Inputs Stable = V¢ - 0.2V, Outputs Driven
lcc7 | Self-Refresh (-L Option)| ~ 6.4mA 6.4mA |  6.4mA | /S, /F, WIR, IWEand Ay_jpat > V.- 0.2V,
/RE and /CAL at <V gg+ 0.2V, I/0 Option
leet Average Typical 1280mA 1280mA | 1280mA | See “Estimating EDRAM Operating Power” Application Note| 1
Operating Current

(1) “33MHz Typ” refers to worst case I expected in a system operating with a 33MHz memory bus. In this typical example, page mode and random reads refers to page burst hits and

misses. Writes are two clock cycle random and page mode writes. See power applications note for further details. This parameter is not 100% tested or guaranteed.
(2) I is dependent on cycle rates and is measured with CMOS levels and the outputs open.
(3) Iec is measured with a maximum of one address change while /RE =V,

(4) Iec is measured with a maximum of one address change while /CAL = V.
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Switching Characteristics
Ve =5V + 5%, Tp = 0- 700C, ¢ = 50pf Note: These parameters do not include address and control buffer delays. See page 1-110 for derating factor.

-12 -15
Symbol Description - - Units
Min Max Min Max
tac® Column Address Access Time for Addresses A,_; 12 15 ns
tAm(l) Column Address Access Time for Addresses Ay and A 8 8 ns
tacH Column Address Valid to /CAL Inactive (Write Cycle) 12 15 ns
taQx Column Address Change to Output Data Invalid for Addresses Aj_g 5 5 ns
tagx1 Column Address Change to Output Data Invalid for Addresses Ag 504 A10 1 1 ns
tasc Column Address Setup Time 5 5 ns
tAsr Row Address Setup Time 5 5 ns
te Row Enable Cycle Time 55 65 ns
tcq Row Enable Cycle Time, Cache Hit (Row=LRR), Read Cycle Only 20 25 ns
tca Address Cycle Time (Cache Hits) 12 15 ns
tcae Column Address Latch Active Time 5 6 ns
tean Column Address Hold Time 0 0 ns
ten Column Address Latch High Time (Latch Transparent) 5 5 ns
tcHr /CAL Inactive Lead Time to /RE Inactive (Write Cycles Only) -2 -2 ns
teHw Column Address Latch High to Write Enable Low (Multiple Writes) 0 0 ns
teqv Column Address Latch High to Data Valid 15 17 ns
t(:QX Column Address Latch Inactive to Data Invalid for Addresses Aq_g 5 5 ns
teoxt Column Address Latch Inactive to Data Invalid for Addresses Ag and A 1 1 ns
terp Column Address Latch Setup Time to Row Enable 5 5 ns
towe IWE Low to /CAL Inactive 5 5 ns
oy Data Input Hold Time 0 0 ns
tps Data Input Setup Time 5 5 ns
tGQV(l) Output Enable Access Time 5 5 ns
tGQx(2’3) Output Enable to Output Drive Time 0 5 0 5 ns
tGQz(4’5) Output Turn-Off Delay From Output Disabled (/G1) 0 5 0 5 ns
tvH /F and W/R Mode Select Hold Time 0 0 ns
tmsu /F and W/R Mode Select Setup Time 5 5 ns
tNRH /CAL, /G, and /WE Hold Time For /RE-Only Refresh ns
INRS ICAL, /G, and /WE Setup Time For /RE-Only Refresh 5 5 ns
toc Column Address Latch Cycle Time 12 15 ns
tRAc(l) Row Enable Access Time, On a Cache Miss 30 35 ns
tRAc1(l) Row Enable Access Time, On a Cache Hit (Limit Becomes tp¢) 15 17 ns
tRAcz(l'G) Row Enable Access Time for a Cache Write Hit 30 35 ns
tRAH Row Address Hold Time 1 15 ns
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Switching Characteristics (continued)
Ve =5V + 5%, Ty = 0- 700C, ¢ =50pf Note: These parameters do not include address and control buffer delays. See page 1-110 for derating factor.

-12 -15
Symbol Description - - Units
Min Max Min Max

tRe Row Enable Active Time 30 |100000| 35 |100000 ns
tRe1 Row Enable Active Time, Cache Hit (Row=LRR) Read Cycle 8 10 ns
trer Refresh Period 64 64 ms
trex Output Enable Don't Care From Row Enable (Write, Cache Miss), O/P Hi Z 9 10 ns
tRQx1 Row Enable High to Output Turn-On After Write Miss 12 15 ns
tRp(7) Row Precharge Time 20 25 ns
trp1 Row Precharge Time, Cache Hit (Row=LRR) Read Cycle 8 10 ns
tRp2 Row Precharge Time, Self-Refresh Mode 100 100 ns
tRRH Read Hold Time From Row Enable (Write Only) 0 0 ns
trsH Last Write Address Latch to End of Write 12 15 ns
RSW Row Enable to Column Address Latch Low For Second Write 35 40 ns
tRwL Last Write Enable to End of Write 12 15 ns
tsc Column Address Cycle Time 12 15 ns
tsHR Select Hold From Row Enable 0 0 ns
tsQV(l) Chip Select Access Time 12 15 ns
tst(2'3) Output Turn-On From Select Low 0 12 0 15 ns
tst(4'5) Output Turn-Off From Chip Select 0 8 0 10 ns
tssr Select Setup Time to Row Enable 5 5 ns
tr Transition Time (Rise and Fall) 1 10 1 10 ns
twe Write Enable Cycle Time 12 15 ns
tweH Column Address Latch Low to Write Enable Inactive Time 5 5 ns
YWHR Write Enable Hold After /RE 0 0 ns
by Write Enable Inactive Time 5 5 ns
twp Write Enable Active Time 5 5 ns
tWQV(l) Data Valid From Write Enable High 12 15 ns
tWQx(Z'S) Data Output Turn-On From Write Enable High 0 12 0 15 ns
tWQz(3’4) Data Turn-Off From Write Enable Low 0 12 0 15 ns
twrp Write Enable Setup Time to Row Enable 5 5 ns
twrR Write to Read Recovery (Cache Miss) 16 18 ns

(1) Vgyr Timing Reference Point at 1.5V

(2) Parameter Defines Time When Output is Enabled (Sourcing or Sinking Current) and is Not Referenced to Vi, or Vi,

(3) Minimum Specification is Referenced from V., and Maximum Specification is Referenced from V;_on Input Control Signal

(4) Parameter Defines Time When Output Achieves Open-Circuit Condition and is Not Referenced to Vyy,, or V.

(5) Minimum Specification is Referenced from V;, and Maximum Specification is Referenced from V,, on Input Control Signal
(6) Access Parameter Applies When /CAL Has Not Been Asserted Prior to gy,

(7) For Back-to-Back /F Refreshes, top = 40ns. For Non-Consecutive /F Refreshes, top = 25ns and 32ns respectively.
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/RE Inactive Cache Read Hit (Static Column Mode)

IREq ,

/F

W/R

Ao-10

ICALy 5

/WE

DQo-31

1G

/S

Column 1

Column 2

Column 3

Column 4

< tge —>

< tge —>

< tge —>

|< thc > [ Tac > [ tac > [ tpc >
Cagx —> <
taox = < taox = <
Open Data 1 ><:>< Data 2 Data 3 ><:>< Data 4 —
toox —> < logz = [<—
ooy
tsox = <

< gy

tsgz <

Don'’t Care or Indeterminate [

NOTES: 1. Data accessed during /RE inactive read is from the row address specified during the last /RE active read cycle.
2. If column address 2, 3, or 4 modifies only address pin Aq or Ay, then tc becomes ty 1 for data 2, 3, and 4, and ty oy becomes
tagxq for data 1, 2, and 3.
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/RE Inactive Cache Read Hit (Page Mode)

IREg, 5

IF

WIR

Ao-10

ICALg 5

IWE

DQo-31

G

IS

tean _’| L:_

Column 1 Column 2 X Row
< tase > [< tasc > ‘
> < toan —> <ty
< > |
H‘ | teae > I
< tpe > > « t
| || | cQv
< - .
™ AC -
tegx = <
Open Data 1 Data2 p——
|< >
| <€ tAC >
toox —> < tooz —> <

<ty >

tsox =

lgqv

tsoz 2 €
|

Don't Care or Indeterminate [_]

NOTES: 1. Data accessed during /RE inactive read is from the row address specified during the last /RE active read cycle.
2. Ifcolumn address 2 modifies only address pin Aq or Ay, then t, becomes tyc for data 2 and tqy becomes

teoxq for data 1.
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/RE Active Cache Read Hit (Static Column Mode)

| <
<<

Dl > tes >
/RE tREl
0,2 \
topy —> <
> < tysy
o “ tyn
IF X
|
> < tyusy
_)| < tyy
W/R X
|
—> ‘(— tasr
> <— tppy
| —
A0-10 Row Column 1 Column 2 Column 3 Column 4
| -ty e top —>|— tg, —>
—’| <— tegp
ICAL 5 /
IWE X
‘ |< thc > [ tac > [ thc > [ thc >
< — tpact — > tagx = -
taox = < taox = <—
DQp.31 Open patal X X Data2 pata3 X X Data 4 —
toox —> < ooz |_’ <
/G k oo
tsur _" “_
“ tssr

—>
IS \‘

tsoz A/is

Don'’t Care or Indeterminate [

NOTES: 1. If column address 2, 3, or 4 modifies only address pin Aq or Ay, then t,c becomes ty¢1 for data 2, 3, and 4, and t, oy becomes

tagxy for data 1, 2, and 3.
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/RE Active Cache Read Hit (Page Mode)

< '[Cl >
IRE re1
0,2 N
tRPl —> -<—
> < tusu
’,‘ “ tun
IF X
|
> < tusu
™ <ty
WIR X
|
—> ‘(— tasr
)I <— tpan tean ’| <
Ag.10 Row Column 1 Column 2 X__Row
< thse > [< tasc > ‘
| < lere > < Toan — <ty
< t >|
ICALy 3 _/i H | CAE
| tpe > I
‘ ‘ | —> |<— toqu
/WE
| B R
[< AC >
< tRact > teogx —> <
DQg.31 Open Data 1 Data2 p——
l< -
|< tac > ‘
toox —> < tegz |—> -
/G I(— tGQV —>
LR _’| “_
< tser

:J
/S

tSQZ_) <
I

Don'’t Care or Indeterminate [_]

NOTES: 1. If column address 2 modifies only address pin Aq or Ay, then t,~ becomes ty4 for data 2 and teox becomes tooxt for data 1.
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/RE Active Cache Read Miss (Static Column Mode)

|<4 : tC — >
< - >
IRE \
0,2 -~ g ———>
—> < tysy
> < tuy
IF X
> |‘ tysu
» < twy
WIR | X
—> <— o
—> <t |< t >
| RAH sc |
Ag-10 Row Column 1 g Column 2 >< Row
’| < terp
CALys /|
taox <
IWE X
< tac > |<— tye —>
< trac > tagx <—
DQg.31 Open Data 1 Data 2 —
toox = <
<—tgov > tooz = <
/G
|
<— IR —"

:\J = Toor tsqz _’H
/S fl

Don't Care or Indeterminate [

NOTES: 1. If column address 2 modifies only address pin Ag or Ay, then tc becomes t,; for data 2, and tqy becomes tyyq for data 1.
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/RE Active Cache Read Miss (Page Mode)

< ter >
IRE < ter —>
0,2 N
trpy —> <
> < tusy
’|‘ < twm
IF X
|
> < tusu
| tMH
WIR X
|
—> ‘(— tasr
_)I < tray tean _’| <
Ay.10 Row Column 1 Column 2 >< Row
< tyse —>] < thasc > ‘
—’| < lerp —> < loan —> < toy
< t > |
ICALy 5 _/1 H | CAE I
< the > I
‘ ‘ | —> |<— teqv
/WE
| B ]
< AC >
I~ trac1 > togx —> -
DQg.31 Open Data 1 Data2 p——
< -
|< tac > ‘
toox —> < ooz |_’ <
G I<— toqu >
tspr = | ‘ <
< tssr

:J
/S

Don

ooz A,i‘
I

't Care or Indeterminate [_]

NOTES: 1. If column address 2 modifies only address pin Ag or Ay, then ty. becomes tyc4 for data 2 and tey becomes togy, for data 1.
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Burst Write (Hit or Miss) Followed By /RE Inactive Cache Reads

< tre >
IREq
> < tusy < trp >
=< twm > < lowr
F
|
—> “_ tmsu ‘
[ | | <K
W/R
|
> |<— tasr |
> < gy dEER
| < trew >|
Ag.10 Row O Column 1 Column 2 Column n
Ao-Aro < taon —> < tacy =11
[ tasc | tpgy—>
>| < lege toan 1< > tow
“ tRRH
‘ [
e
—
_Cache (Column n)
<
‘ < trr
ROXL T
|‘_|_ the —>
I
toox ’|

—>

<— fger

‘ < loov

NOTES: 1. /G becomes adon't care after tpgy during a write miss.

Don't Care or Indeterminate [_]
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Page Read/Write During Write Hit Cycle (Can Include Read-Modify-Write)

IREy

IF

WIR

Ao-10

ICALg 5

/WE

DQo-31

/G

IS

<l tc N >
< tre >
<~ lgpp ——>
> < tysu
’, < twn < tehr >
—> |‘_ twsu
> < twm
- I
— ‘<— tasr
<> t
’|‘ < tray ot | |[<— "¢ ||
Row ><:>< Column 1 Column 2 Column 3
T
‘ ey —>1 |
|« >
= trsh >
terp — < thsc — < |
<t —>
CAE
| <— tyoy —>1
t | tCQV
> < tyge < toy > —>| < tepy
< typ> |
< tRACZ —> —>] < tAQX < tRWL >
—>t,. |[<— ‘ —> -<— t
AC WQV
t(:Qx > |‘
Read Data Write Data Read Data
>ty [<
> tpg | > tWQx <
toox 7> 1< > < toz
> < gy > < lgov
<_tGQV_)
LI
<— fggr

NOTES: 1. If column address 2 modifies only address pin Aq or Aq, then taox becomes taoxt:

Don’t Care or Indeterminate [
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/F Refresh Cycle

<— tpg —>
IREq, 2
—> <— tygy < o

|< tep >|

_" “_ tyn
|

IF
T
Don'’t Care or Indeterminate [_]
NOTES: 1. During /F refresh cycles, the status of W/R, /WE, Aq_1o, /CAL, /S, and /G is a don’t care.
2. [RE inactive cache reads may be performed in parallel with /F refresh cycles.
/RE-Only Refresh
< tC >
[< tre >
IREq » N
il < tRp -
—> <— {psR
_),| < tran

Ao-10 Row X

g |‘_ t\rs g ‘(_ tNRH
/CAIB 5 IWE, /G | ><

- < tusu
—> |<— tuy

WIR, IF | X
- “_ tssr g ‘(_ tshr

/S !

Don't Care or Indeterminate []

NOTES: 1. All binary combinations of Ay, A, ;o must be refreshed every 64ms interval. A;does not have to be cycled, but must remain valid
during row address setup and hold times.

2. [RE refresh is write cycle with no /CAL active cycle.
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Low Power Self-Refresh Mode Option

“ trpo >

Ao-10 X
I(_ tysu
—)‘ (—tMH
ICAL X
— T— tysu
t
JF, WIR, = =
IWE, /S X

Don’t Care or Indeterminate [

NOTES: 1. EDRAM self refreshes as long as /RE remains low. (Low Power Self Refresh part only).
2. When using the Low Power Self Refresh mode the following operations must be performed:
If row addresses are being refreshed in an evenly distributed manner over the refresh interval using /F refresh cycles,
then at least one /F refresh cycle must be performed immediately after exit from the Low Power Self Refesh Mode.
If row addresses are being refreshed in any other manner (/F burst or /RE distributed or burst), then all rows must
be refreshed immediately befor entry to and immediately after exit from the Low Power Self Refresh.
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Mechanical Data
DM4M325J 72 Pin Simm Module Configuration

Inches (mm) 4.595 (116.70) Double
| Side 0.350
3.984 (101.19) Mounting (8.89)
1.40 |
(35.56) ta15)
ininininininininininininininl ininininininininininininininl ininininininininininl nl é
0.400 L 3 ’ L % ’ L % ’ 01 % \ |
(10.16) 4 T T HHHHHHEHHTETIT HHHHHEOEIOIOED BHTaHueaeeee 7¢7 .
T 0.050 (1.27) »‘ ‘« 0.041 (1.04) »‘ ‘« ¢ ¢ ¢ ¢
0.100 0.185
0.250 (6.35) —| |=<+ 0.080(2.03) 0.062 (1.57) RAD. @54 (4.70) == o050
' ’ 1.27
0.062 (1.57) RAD. <~ 1750 (44.45) ——>| | |=— 0.250 (6.35) (.27)
0.250 (6.35) —> 3.750 (95.25)
-~ 2125(5398) — |
U1-13, U16-31, U34-36 — Enhanced DM2200J-XX, 4M x 1 EDRAMSs, 300 Mil SOJ
U14-15, U32-33 — IDT 74 FCT 162244CT PA 16-bit Buffer/Line Driver or Equivalent
C1-13, C16-31, C34-36 — 0.22pF Chip Capacitor
C14-15, C32-33 — 4.7yF Chip Capacitor
Socket — Amp 822030-3 or Equivalent
Part Numbering System

DM4M325J -12L

L Lower Power, Self Refresh Option

No Designator = 0 to 70°C (Commercial)
L=0to 70°C, Low Power Self Refresh Option

Access Time from Cache in Nanoseconds
12ns
15ns

Packaging System
J =300 Mil, Plastic SOJ

Memory Module Configuration
S =SIMM

I/0 Width (Including Parity)
32 =32 Bits

Memory Depth (Megabits)
4M

Dynamic Memory

The information contained herein is subject to change without notice. Enhanced Memory Systems Inc. assumes no responsibility for the use of any circuitry other than circuitry embodied in
an Enhanced product, nor does it convey or imply any license under patent or other rights.
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